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Summary of the Report 
 

The dependence and interdependence between the different economic sectors of society is a 

current reality effective and concrete. This connection has emerged naturally, accompanying 

the evolution of technology, globalization and the way we currently interact with society and 

organizations. 

 

From the Latin systema - system - is an ordered set of elements that are interconnected and that 

interact with each other. Transposing this concept to organizations, where each organization is 

a system, the question arises in the effectiveness of these links, that is, in what way is interaction 

and interconnection made. Small failures, deviations or disruptive events of major impact may 

jeopardize a system if the connections / interconnections to another system or systems are not 

sufficiently robust and reliable. 

 

άThe increasing complexity and interdependence between critical infrastructures and the 

increasing dependence on the electric energy infrastructure makes the resilience of the energy 

network a fundamental priority in safeguarding the economic and social growth of modern 

societiesέ1. And when we reflect on society, on the organizations, we understand that it is a 

system of interconnected systems that allows us to interact and function in society. The 

complexity of this aspect increases exponentially. We think that each company is a system 

endowed with several layers, people, physical infrastructures, technological infrastructures and 

suppliers. 

 

The ability of Systems and System-of-Systems to be flexible and to adapt to failures, deviations 

and / or disruptions is widely considered to be defined as Resilience. The organization's ability 

to adapt, shape and recover from changes, that may arise from different actors, will make the 

difference between an organization that will prevail in its sector and an organization that does 

will suffer to maintain its services. 

 

In this complex world of systems, the role of a Distribution System Operator (DSO) is 

fundamental for the society, both to organizations and to citizens, and the constant search for 

                                                           
1 WG Resilience of Distribution Grid_Final TOR 
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equipment, methodologies and techniques that allow to improve the continuity, quality of 

technical and commercial service provided is today a reality in most DSO. 

 

The work of this WG, over the last two years, demonstrates this effort, commitment and 

dedication a constant search for innovative processes of improvement in terms of equipment / 

systems as well as in terms of work organization, allowing DSO to build a higher capability to 

adapt in the face of disruptive events that may arise. 

 

The main objective of the WG is to present a report that enable to share good practices and 

promotes the work that different companies and countries are carrying out and have already 

implemented, through benchmarking and case studies related to the "Resilience of the 

Distribution Network". Sharing experiences and learning with good practices will serve as a 

reflection and guidance to improve the efficiency and effectiveness of companies, fostering the 

opportunity to develop other work that deepens the thematic. 

 

Events and natural disasters such as those that have been experienced in recent times, which 

have also caused interruptions in the electricity grid, call for this deep dive in the thematic, 

ending not only in individual solution implementation by each DSO, but also collective ones as, 

among other, the need to define protocols of mutual assistance between DSO. 

 

It is therefore also necessary that organizations such as CIRED continue to engage experts in 

distribution networks, allowing them to share their knowledge and experience and thus help 

organizations move towards resilience. 
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1. INTRODUCTION 
 

1.1. BACKGROUND AND SCOPE OF THE WORKING GROUP 
 

Resilience is a multi-faceted concept which can be interpreted and defined in several ways by 

organizations around their world, based on their practices and experiences with extreme events. 

In the context of distribution systems, resilience can be widely ŘŜŦƛƴŜŘ ǿƛǘƘ ǊŜǎǇŜŎǘ ǘƻ ǎȅǎǘŜƳΩǎ 

ability to withstand rare and extreme events (snow storms, hurricanes, earthquakes, terroristic 

attacks)2 and quickly recover to its pre-event resilient state.  There is no currently universally 

definition broad considered to be defined as Resilience, however, considering how different 

bodies approached this multidimensional concept in order to collectively evaluate which 

features should be taken into account in the decision-making for building highly resilient 

distribution networks, Table 1: 

 

Source Resilience Definition 

IEEE Transactions. Power Systems [1] άwŜǎƛƭƛŜƴŎŜ Ŏŀƴ ǊŜŦŜǊ ǘƻ ǾŀǊƛƻǳǎ ŦǳƴŎǘƛƻƴŀƭƛǘƛŜǎ ƻŦ ŀƴ 
organization, ranging from infrastructure robustness to 
operational resilience  ŀƴŘ ōǳǎƛƴŜǎǎ ŎƻƴǘƛƴǳƛǘȅέΦ 

ISO 22301:2012 - Business continuity 
management systems [2] 

άBusiness continuity management is a holistic 

management process that identifies potential threats to 

an organization and the impacts to business operations 

those threats, if realized, might cause, and which 

provides a framework for building organizational 

resilience with the capability of an effective response 

that safeguards the interests of its key stakeholders, 

reputation, brand and value-ŎǊŜŀǘƛƴƎ ŀŎǘƛǾƛǘƛŜǎέΦ 

JRC ς European Commission [3] ά¢ƘŜ ǘŜǊƳ ǊŜǎƛƭƛŜƴŎŜ ƳŜŀƴǎ ǘƘŜ ŀōƛƭƛǘȅ ǘƻ ǇǊŜǇŀǊŜ ŦƻǊ 

and adapt to changing conditions and withstand and 

recover rapidly from disruptions. Resilience includes the 

ability to withstand and recover from deliberate attacks, 

accidents, or natǳǊŀƭƭȅ ƻŎŎǳǊǊƛƴƎ ǘƘǊŜŀǘǎ ƻǊ ƛƴŎƛŘŜƴǘǎέΦ 

RESILENS: Realising European Resilience 
for Critical Infrastructure [4] 

άwŜǎƛƭƛŜƴŎŜ ƛǎ ǘƘŜ ŀōƛƭƛǘȅ ƻŦ ŀ ǎȅǎǘŜƳ ƻǊ ǎȅǎǘŜƳǎ ǘƻ 

survive and thrive in the face of a complex, uncertain 

and ever-changing future. It is a way of thinking about 

both short-term cycles and long-term trends: 

minimizing disruptions in the face of shocks and 

stresses, recovering rapidly when they do occur, and 

adapting steadily to become better able to thrive as 

conditions continue to change. Within the context of CI, 

                                                           
2 WG Resilience of Distribution Grid_Final TOR 
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the resilience process offers a cyclical, proactive and 

ƘƻƭƛǎǘƛŎ ŜȄǘŜƴǎƛƻƴ ƻŦ Ǌƛǎƪ ƳŀƴŀƎŜƳŜƴǘ ǇǊŀŎǘƛŎŜǎέΦ 

Energy 2050: Making the Transition to a 
Secure Low-Carbon Energy System [5] 

άResilience is the capacity of an energy system to 

tolerate disturbance and to continue to deliver 

affordable energy services to consumers. A resilient 

energy system can speedily recover from shocks and can 

provide alternative means of satisfying energy service 

ƴŜŜŘǎ ƛƴ ǘƘŜ ŜǾŜƴǘ ƻŦ ŎƘŀƴƎŜŘ ŜȄǘŜǊƴŀƭ ŎƛǊŎǳƳǎǘŀƴŎŜǎΦέ  

Power Systems Engineering Research 
Centre (PSERC) [6] 

άtƻǿŜǊ ƎǊƛŘ ǊŜǎƛƭƛŜƴŎŜ ƛǎ ŘŜŦƛƴŜŘ ŀǎ ǘƘŜ ŀōƛƭƛǘȅ ǘƻ 

degrade gradually under increasing system stress and 

then to recover to its pre-disturbance secure state. Also, 

the degree to which the system can cascade provides a 

ƳŜŀǎǳǊŜ ƻŦ ǎȅǎǘŜƳ ǊŜǎƛƭƛŜƴŎŜέΦ 

Table 1 - Different Resilience Definition 

 

Concerning the interdependency of the electrical infrastructures that includes all its physical, 

human and technological domains, resilience for distribution grids is the ability to prepare for 

and adapt to changing conditions and withstand and recover rapidly from disruptions; also 

includes the capability of an effective response that safeguards the interests of its key 

stakeholders, reputation, brand and value-ŎǊŜŀǘƛƴƎΦ Lǘ ƛǎ ŀƭǎƻ ƘƛƎƘƭȅ ŎǊƛǘƛŎŀƭ ǘƻ ŎƻƴǎƛŘŜǊ ǘƘŜ άƭƻƴƎ-

ǘŜǊƳ ŀŘŀǇǘŀǘƛƻƴέ ŦŜŀǘǳǊŜ ƻŦ ŀ ǊŜǎƛƭƛŜƴǘ ŘƛǎǘǊƛōǳǘƛƻƴ ƎǊƛŘΣ ƛƴ ǘƘŜ ǎŜƴǎŜ ƻŦ ƛƳǇǊoving its design, 

operation and emergency procedures and practices to be better prepared for future events 

(similar or unforeseen) to mitigate the impact of High Impact and Low Probability (HILP) events 

on the frequency and severity of power outages. However, in order to enable the effective 

adaptation and implementation of those strategies for preserving the resilience of a distribution 

system to extreme events, it is essential to update the policy and regulatory frameworks in order 

to incorporate resilience-thinking and engineering in the decision-making and planning of future 

distribution networks, going beyond the traditional reliability planning. 

 

 

1.2. STRUCTURE OF THE FINAL REPORT 
 

The final report consists of six main chapters that are structured in the same way, where a small 

introduction is made, present a theoretical framework as well as the state of the art of the 

themes, which are: 

- (i) Impact of different events to the electrical supply system; 

- (ii) Interdependence of the electrical infrastructure and others; 

- (iii) Evaluation of needs and the existing resilience; 
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- (iv) Strategies for planning, control and operation; 

- (v) Overall strategies for cities in case of an HILP event including crisis strategies of 

utilities; 

- (vi) Role of innovative networks and dispersed generation towards resilience. 

 

In addition, the chapters include several case studies of the companies involved in this work with 

concrete examples of resilience as well as conclusions and recommendations. 

It is understood that the resilience of the distribution network is a much broad topic to present 

in a single report, so the intended approach to the use of case studies was, on the one hand, to 

highlight the work that has already been done by companies and in particular by the DSO, given 

their role in society, and on the other hand to disclose existing good practices because a 

company will only be effectively resilient the more resilient its stakeholders are. 

 

There have always been concerns about improving the network infrastructure with the goal of 

minimizing interruption times and monitoring a set of performance indicators, the point being 

that they were probably not framed under the umbrella of resilience, but it is also the objective 

of this report to highlight this point of view 

 

 

1.3. PROCEEDING OF THE WORKING GROUP 
 

The main objective of the report is to address the issue of resilience of the distribution networks, 

however by analyzing the initial description of the WG proposal, it would be challenging to 

address all the different issues in a single report, so it was recognized by the participants that it 

was a very ambitious and comprehensive topic and that some adjustments, to deliver the final 

report of this working group. 

 

It was therefore decided to direct the efforts to address the issues referred to in the proposal, 

but limiting the scope and focusing exclusively on the distribution network operators. On the 

other hand, since there are already several innovation and research initiatives of participating 

companies but also at international level, for example through European projects under H2020, 

it seemed a good start to present case studies of concrete situations of the companies involved 

which clearly contribute to the resilience of the distribution network. This way, this work could 

contribute to the beginning of a more comprehensive work in this area. 
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The SharePoint, Figure 1,  was a tool used for dissemination and sharing of the information inside 

the WG. 

 

 

Figure 1 - WG SharePoint 

 

This report includes fifteen case studies with the following typologies, Figure 2, framed in the 

main topics that constitute the body of the report. 

 

Figure 2 - Case studies typology 

 

The case studies present the discussion around the main theme and present not only lessons 

learned but also recommendations based on experience. 

 

As a final note, we hope that this report can be a one step to highlight the good practices that 

have been developed, not only in technical but also from a different viewpoint from another 

areas which also have as an effective contribution to the resilience of organizations.

5
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2.1. INTRODUCTION 
 

The work of this chapter will concentrate on the three event types: malevolent event, natural 

disaster and accident. In this first topic, the impact of such events on the power distribution 

system is described. Also, a distinction is given between classic concepts that increase the 

security in comparison to concepts that increase the resilience. This is used as a basis for further 

topics in the development of the case studies. 

 

2.2. THEORETICAL FRAMEWORK  
 

The threat category malevolent threats covers all types of threats that originate from intentional 

attacks on the power system executed by an adversary or a group of adversaries [7]. Typical 

adversaries are terrorists, extremists, vandals, cyber attacker but can also be insiders like 

employees. With the increasing dependence of the power system on IT components, cyber-

attacks get an important threat vector [8]. The authors of [8] give what they call a cybersecurity 

case study and analyses the impact of recent cyber issues on the power system. 

Natural hazards are events like hurricane, earthquake, tornado and flooding. These types of 

events have a high potential in disturbing the power system and to result in outages [9]. Due to 

the human induced climate change, extreme weather events are becoming more likely. The 

moment this report is written the east cost of the United States is hit by a series of severe 

ƘǳǊǊƛŎŀƴŜǎ όάIŀǊǾŜȅέ ŀƴŘ άLǊƳŀέύ ƭŜŀŘƛƴƎ ŀƳƻƴƎ ƻǘƘŜǊ ŘŀƳŀƎŜǎ to severe power outages [10].  

The third type of threat are accidents. In its consequences, accidents can resemble very much 

malevolent threats. But they happen unintentionally, because of errors or failures. Especially 

dangerous are several smaller accidents that happen in a series.  A prominent example of an 

accident that massively disturbed the power system are the wrong decisions that were taken on 

the 4th of November 2006 to allow the passing of a cruiser under two high voltage lines [11].  

In specific cases, threats of different type can coincide, like it happened in Fukushima were 

accidents and natural hazards influenced each other with catastrophic results [12]. 

Despite the efforts of keeping the power flowing and the lights on under any credible events, 

power systems (and particularly distribution networks) are occasionally exposed to extreme 

weather and natural hazards (e.g. wildfires, storms and earthquakes), which as evidenced 

worldwide can be so intense that they can cause the collapse of power systems, leading to large 

and sustained power disruptions with great economic and social impacts. The threats of a power 

system can be broadly categorized in credible ƻǊ ΨǘȅǇƛŎŀƭΩ ǇƻǿŜǊ ǎȅǎǘŜƳ ƻǳǘŀƎŜǎ and more 

extreme events, driven mainly by natural disasters and extreme weather, whose frequency and 

severity might increase as a direct impact of climate change [13]. Table 2 shows the distinct 

differences between these two categories of events [14]. 

 

 

 



 

CIRED Working group | Resilience of Distribution Grids 

Congrès International des Réseaux Electriques de Distribution  
International Conference on Electricity Distribution  14/107 

 

COMPARISON OF TYPICAL POWER SYSTEM OUTAGES AND EXTREME EVENTS 

Typical Power System Outage Extreme Event 

Low impact, high probability High impact, low probability 

Preventive & corrective control measures 
portfolio in place 

No control measures in place (typically) 

Random location and time of occurrence 
Spatiotemporal correlation between 
faults and event 

Supported by contingency analysis and 
optimization tools 

Limited mathematical tools 

Limited number (single or double) of faults 
due to component failures 

Multiple simultaneous faults   

Small portion of the network is 
damaged/collapsed 

Large portion of the network is 
damaged/collapsed 

Quick restoration 
More time and resources 
consuming/longer restoration 

Table 2 - Comparison of typical Power System Outages and Extreme Events 

Distribution networks have been traditionally designed and operated to be reliable (secure in 

particular) to the more typical threats. Nevertheless, experiences around the world are now 

signifying the increasing importance for power networks to also achieve high levels of resilience 

to natural hazards and extreme weather [15, 16, 17], the so-called high-impact low-probability 

events, in order to mitigate the impacts of such events and quickly recover. Table 3 shows some 

of the key features that set the concept of security apart from the one of resilience [18].  

 

COMPARISON OF SECURITY AND RESILIENCE 

Security Resilience 

High-probability, low-impact Low-probability, high-impact 

Based on average indicators, e.g. loss of 
load frequency 

Based on risk profile, e.g. conditional 
expectation 

Shorter term, typically static Longer term, adaptive, ongoing 

Evaluates the power system states Evaluates the power systems states and the 
state transitions 

Concerned mainly with customer 
interruption time 

Concerned with customer interruption time 
and infrastructure recovery time 

Table 3 - Comparison of Security and Resilience  

 

2.3. CONTRIBUTIONS - CASE STUDIES  
 

Case Study 1 is a general investigation of the impacts of natural hazards on the electric supply 

system. It also investigates strategies to increase the resilience from a grid planning perspective 

against this type of threat.  
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Case Study 2 is based on an event that happened in the Norwegian distribution grid in 2007 and 

was caused by a natural hazard.  

Case Study 3 relates to a disturbance caused by a combination of several accidents in the 

Norwegian high-voltage grid in 2004 that led to a wide area outage.  
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Case Study 1 | Impact of natural hazard on the electrical supply system and 

strategies to increase the resilience 
 

Synopsis 
This case study starts with the identification of impacts natural hazards can have on the 
electrical supply system. Then measures to increase the resilience of power systems in the case 
of natural hazards are discussed. These measures focus on the domain of network planning.  

 

Findings 
Overhead lines are often exposed to extreme weather, especially thunder-/winter storms and 
hurricanes. They are exposed to a high probability of destruction through bend down trees or 
fragile power poles. 
The n-1 safety rule is not sufficient for every case, especially when large areas are affected by 
floods, storms and hurricanes. Often the particular backup paths or components to repower 
the affected areas are also affected by the weather event.  
Placement and elevation of substations can be not sufficient in terms of resilience in case of 
hazards. Flooding of substations which are still powered can cause severe damage to the 
equipment and presumably results in long repair times [19,20].  
Also, the placing and quantity of switches in the power system play an important role. 
Sometimes switches are not remotely controllable or located in places which are affected by 
the hazard and therefore not controllable. If only very few switches are available, it is not 
possible to isolate only a small part of the grid. Instead whole feeders/large areas should be 
isolated [21].  
If the power grid does not contain any micro grid capabilities, isolated areas are not able to 
restore/repower themselves and cannot make use of DERs and battery storages. 

 
Discussion 
Cables instead of overhead lines reduce the risk of damage through bend trees, instable poles 
and short circuits through foreign objects. These circumstances mostly occur during severe 
storms. In case of a flood and storm surge, overhead lines can be the better choice over cables, 
if substations are elevated or capsuled against ingress of water. Another opportunity is the 
choice of a different path of the lines/cables to minimize the risk of damage through natural 
events. 
For already highly meshed grids like high and medium voltage power systems, n-2 and higher 
safety measures are relatively easy to realize. For low voltage grids, this may not be reasonable 
with regard to expenses and the usual small expansion of the grid. 
Placement and quantity of switches is important to confine the impact of destroyed equipment 
to a small area and a small number of customers. This is only reasonable if the DSO is able to 
control the switch in case of a hazard, e.g. by remote control or manual access through staff. 
Micro grids enable small areas of the grid to run in island mode. This is useful if a part of the 
grid is isolated and there is no potential of repowering through the separated grid. This is only 
possible if enough plants, DER´s, battery storages and control options are available. 

 

Conclusion 
Most problems in power grids result from the choice of wrong type of technology (e.g. line vs. 
cable) or the wrong placement of equipment. It is important to assess possible risks and events 
affecting the area of the planned grid and to adapt the technology respectively. Sometimes the 
least expensive implementation is not the best solution regarding future dangers. 
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Recommendations 
The simplest and perhaps most effective solution to most of the risks through natural hazards 
is the choice of the right path and the right placement of lines and substations, to eliminate 
the most likely dangers right up front.  But often the amount of existing placing options is small 
so one needs to determine the best solution for the respective case. 
Highly meshed grids, n-(2+x) safety and micro grids seem to be the best methods to reduce the 
chance and the duration of large outages during natural disasters if the placement of 
equipment is immutable. 
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Case Study 2 | Breakdown of both power lines to Steigen ς Norway 2007 
 

Synopsis 
Steigen ς a small community with less than 3000 inhabitants in Northern Norway ς lost its 
power supply for nearly 6 days in January 2007 due to failures and breakdown of both 66 kV 
lines supplying the community. This event was triggered by heavy storm, and the repair work 
was delayed by the harsh weather. 

 

Findings 
Two unwanted events occurred. The first was the breakage of the wire on overhead line (OH) 
1 due to strong wind combined with heavy icing. Overhead line (OH) 2 was immediately 
connected to supply the load. During the night, this line disconnected twice due to short 
circuit/overload. Then OH 2 was permanently disconnected due to earth fault caused by 
breakage of the wire. Shortly after the OH2 was repaired and reconnected, a new breakage of 
the wire occurred. Which then was repaired, but after OH 2 gradually was uploaded, the OH2 
line broke again. In total three line breakages occurred on OH 2, and constitute the second 
unwanted event.  After the third repair, the OH 2 line was loaded to handle about 50 % of the 
load demand. Meanwhile the repair of OH 1 was interrupted and delayed by the continuous 
harsh weather (strong wind and snow, restricted view and lack of daylight). Power supply was 
partially and temporarily restored using a few reserve supply units and the available capacity 
in OH 2 was shared between the different zones by rotating connections. In addition, several 
parts of the distribution network were damaged. 

 
Discussion 
Steigen is normally supplied by one 66 kV line (OH 1) while the other line (OH 2) is on stand-by 
(hot). A similar event occurred on OH 1 about 13 years earlier, but with a limited consequence 
as OH 2 was connected to restore the supply. Due to this experience and the fact that there 
had been very few faults on these 66 kV lines during the past 10 years, there was no reason to 
believe that such an extraordinary event could take place. However, in the meantime OH 2 
which was more than 50 years old had deteriorated and the technical condition severely 
weakened. Both lines are routed in areas with harsh weather conditions, making the lines 
exposed to failures and harsh conditions for repair work. There is no local generation in this 
area, and Steigen is vulnerable to the loss of both lines. There are plans for a hydro power 
station in the area which will cover the whole consumption of Steigen. 
 
Several barriers have been identified to having the potential of limiting the extent of the power 
system failure or reduce the consequences.  These have been divided into four categories 
based on their ability to prevent component failure, power system failure, long-term power 
system failure and reduce end-user's consequences.  Barriers to prevent component failure, 
include adequate choice of right-of-way's regarding wind and ice-loads, good construction 
work and commissioning tests, better inspection and condition monitoring skills, competences 
and routines, reinvestment in deteriorated lines, and testing of capacity of lines used for hot 
stand-by. Barriers to prevent power system failure, include better risk and vulnerability 
analyses and contingency plan regarding loss of both lines, and establish local generation such 
as the planned hydro power station.  Barriers to prevent long-term power system failure 
include transport preparedness, sufficiently available amount of spare parts and personnel, 
stand-by arrangements like large mobile reserve units/power plants, and plans for number, 
capacity and connection points for reserve units. Barriers to reduce end-users consequences, 
include coordination of emergency preparedness in the community and with the network 
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company, alternative sources of energy, emergency fuel supply, reserve units, shelters, and 
provision of and access to alternative/emergency communication. 

 

Conclusion 
Most problems in power grids result from the choice of wrong type of technology (e.g. line vs. 
cable) or the wrong placement of equipment. It is important to assess possible risks and events 
affecting the area of the planned grid and to adapt the technology respectively. Sometimes the 
least expensive implementation is not the best solution with regard to future dangers. 

 

Recommendations 
Steigen lost its power supply for nearly 6 days due to failures and breakdown of both 66 kV 
lines supplying the community. This event was triggered by heavy storm, and the repair work 
was delayed by the harsh weather. Steigen is normally supplied by one 66 kV line (OH 1) while 
the other line (OH 2) is on stand-by (hot). However, deteriorated and the technical condition 
had severely weakened the 50 years old OH 2. This in combination with the fact that no local 
generation was installed in the area, made Steigen vulnerable to the loss of both lines. 
Therefore, one preventive measurement is establishing local generation. There are plans for 
installing a hydro power station in the area which will cover the whole consumption of Steigen.   
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 Case Study 3 | Delayed protection response - Western Norway 2004 
 

Synopsis 
A large area of Western Norway experienced blackout on February 13th, 2004. The situation 
occurred due to a failure of a line joint followed by delayed and unselective protection 
response causing two 300 kV lines to disconnect. 

 

Findings 
Four unwanted events occurred. The first was a line split due to gradual deterioration caused 
by overheating due to current transferred through the steel core of the line/joint. The area was 
normally connected to the rest of the grid through two 300 kV lines in the south and one in the 
north. Therefore, the occurrence of this line spilt on one of the southern lines was first 
interpreted as a high impedance fault by the distance protection, and thus the breakers did not 
disconnect. This delayed and unselective protection response on the two southern lines was 
the second unwanted event. As the fault current increased, it was detected by the protection 
on both southern lines which then tripped their respective lines. The remaining connection in 
the north experienced a 50 % overload and tripped, separating the area from the rest of the 
grid. The third unwanted event was malfunction of frequency protection causing too many 
generators to fall too early in the separated grid. This ultimately led to collapse of the whole 
area, and the fourth unwanted event. Almost 500 000 people and several large industrial sites 
were affected by the blackout. 2400 MW were interrupted, but most of the power was 
restored within 1 hour. 

 
Discussion 
The affected area was characterized by limited transmission capacity from the central grid. In 
2004 three lines made up two interfaces with the central grid, making these interfaces critical 
for the supply of the area. After the blackout, the system was in a vulnerable state until the 
damaged 300 kV line was repaired and the normal operation resumed (approx. 3 days after the 
blackout). Malfunctions of protection made the system vulnerable to the failure of a single 
component by allowing one failure to trip two critical lines. Protection also disconnected 
generators early, making it more difficult to limit the voltage drop. 
 
Four barriers have been identified as having the potential to limit the extend of this type of 
power system failure (or reduce the consequences). One barrier to prevent component failure 
is to have better instructions/competence and choice of material when installing the line joint. 
Another barrier is monitoring components. One solution is having a thermograph, which might 
have revealed overheating of the line joint (causing mechanical degradation). One barrier for 
preventing power system failure is increasing the redundancy in the grid. This could be 
achieved by increasing transmission capacity and /or increasing production. Another barrier is 
increasing the selective line protection and increasing the performance of the generator 
protection. 

 

Conclusion 
Three lines made up two interfaces with the central grid, making these interfaces critical for 
the supply of the area. When a line split on one of the southern lines occurred, it was first 
interpreted as a high impedance fault by the distance protection, and thus the breakers did not 
disconnect. This led to increasing fault current which was detected by both the southern lines 
which then tripped. Malfunctions of protection made the system vulnerable to the failure of a 
single component by allowing one failure to trip two critical lines. The remaining connection in 
the north experienced a 50 % overload and tripped, separating the area from the rest of the 
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grid. The frequency dropped fast, generators disconnected and the whole area collapsed. 
Almost 500 000 people and several large industrial sites were affected. 2400 MW were 
interrupted, but most of the power was restored within 1 hour. Some suggestions with the 
potential to limit the extent are monitoring components, increase the redundancy, and more 
selective line protection. 

 

Recommendations 
For this blackout, barriers with the potential to limit the extent of the unwanted event or 
reduce its consequence have been identified. It should be noted that the improvement 
potential and the costs of enforcement varies significantly between the different barriers 
identified, and it was outside the scope to assess this explicitly, in the memo used as a 
reference for this use case. 

 
References 
[22] Nybø A., Kjølle G. (2010). Project memo: Analysis of blackouts and extraordinary events in 

the power system. SINTEF Energy Research 

 

 

 

 

 

 

  



 

CIRED Working group | Resilience of Distribution Grids 

Congrès International des Réseaux Electriques de Distribution  
International Conference on Electricity Distribution  22/107 

 

 

 

 

 

 

 

 

 

 

3. INTERDEPENDENCE OF THE ELECTRICAL INFRASTRUCTURE AND OTHERS 
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3.1. INTRODUCTION 
 

Several projects around the world have demonstrated so far, the necessity to understand how 

heterogeneous infrastructures work together and how vulnerabilities and failures on one 

infrastructure can have negative (if not catastrophic) impacts on other interdependent 

infrastructures. 

Considering the scope of this CIRED working group, identifying interdependencies between 

infrastructures is a major task in order to propose accurate responses to hazard or common 

mode failures, more specifically we are interested in sharing experiences about how this new 

digitalization and the global vision of Systems-of-Systems has had an impact on the power 

distribution network resilience. 

Therefore, the first step is to identify the types of interdependencies according to the literature, 

the second step is to share real cases where a failure on another infrastructure or a common 

cause event have impacted the business continuity of the power distribution network. 

Finally, we consider important to define the level of dependency existing between the different 

sectors, which will help us to define a response strategy to High Impact Low Probability (HILP) 

events. 

 

3.2. THEORETICAL FRAMEWORK  
 

Nowadays it is clear that there are dependences between Critical infrastructures, however they 

are either tangibles or intangibles and build a complex coupled System-of-Systems (SoS) which 

is complex to protect [23]. A SoS is characterized by highly automated networks with multiple 

complex interdependencies. Many efforts have been made to classify the type of 

interdependencies of critical infrastructures. The first known paper on this subject identified 

four types of interdependencies [24, 25]: 

1. Physical: Represented by a physical linkage between the inputs and outputs of two 

agents in different infrastructures, e.g. power systems supply power to oil infrastructures 

for pump stations and control systems. 

2. Cyber: connects the state of one infrastructure to others, depending on information 

transmitted through the communications infrastructure, e.g. water facilities depend on ICT 

to supervise and monitor the water pumping and cooling. Other authors proposed to call it 

άLƴŦƻǊƳŀǘƛƻƴŀƭΣέ ƛƴ ƻǊŘŜǊ ǘƻ ƛƴŎƭǳŘŜ ƘŀǊŘǿŀǊŜ ŀƴŘ ǎƻŦǘǿŀǊŜ ώ26].  

3. Geographic: Infrastructures geographically located at the same place, where a single 

event can negatively affect them, e.g. in power substations when a transformer explodes 

and the fire burns communication cables, affecting the information and communication 

system. The term "geospatial" was proposed as well in the literature [26]. 

4. Logical: When the state of one infrastructure depends on the state of another 

infrastructure via a connection that is not physical, cyber nor geographic, e.g. the European 
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outage in 2006, despite it was a 30 minutes outage, French relief centers were inundated 

with calls [27].  

Stefano di Porcellinis et al ǇǊƻǇƻǎŜŘ ŀ ŦƛŦǘƘ ƛƴǘŜǊŘŜǇŜƴŘŜƴŎȅ ŎŀƭƭŜŘ ΨSocialΩΣ ǿƘŜƴ ǘƘŜ ŦǳƴŎǘƛƻƴƛƴƎ 
ƻŦ ǘƘŜ ǿƘƻƭŜ ǎȅǎǘŜƳ ǊŜƭƛŜǎ ƻƴ ǘƘŜ ƘǳƳŀƴ ōŜƘŀǾƛƻǊ ŀƴŘ ŀŎǘƛǾƛǘƛŜǎΣ ŜΦƎΦ ǿƘŜƴ ŀ ǿƻǊƪŜǊΩs strike 
blocks off train rails [28]. 

 

Type of failures 

Since CIs are interdependent, a failure on one infrastructure can have a catastrophic impact 
against other infrastructures in the System-of-Systems. Three types of failures are identified 
[2423]: 

1. Common mode: Occurs when two or more infrastructures are affected simultaneously 
because of an external and common cause, e.g. tornado and earthquake. 

2. Cascading: Occurs when a failure in one infrastructure causes a failure in a second 
infrastructure. 

3. Escalating: Occurs when a failure, resulting from the interaction between two 
infrastructures, exacerbates another failure. 

Table below presents which CIs originated an event and which CIs are affected by the event. 
Data are from a database containing recordings of нрмр /LΩǎ ŦŀƛƭǳǊŜǎ ƛƴ ƳǳƭǘƛǇƭŜ /Lǎ ŀǊƻǳƴŘ ǘƘŜ 
world. The energy infrastructure has the higher number of incidents affecting other 
infrastructures. As well, industry, telecom and water infrastructures have an impact on the 
energy infrastructure, illustrating the need to understand the causes of these incidents and how 
these infrastructures are linked. A complete analysis is presented by Eric Luiijf et al [29]. 

Therefore, as mentioned in [30], it is needed to create new conceptual approaches and extended 
analytical tools to knowledge the critical linkages between CIs in order to prevent critical failures 
and to improve the Power Systems resilience. 

Events categorized by initiating and affected sector (# of events) 

  INITIATING SECTOR  
CI SECTOR  No Sector  Energy  Financial  

Services  Government  Health  Industry  Internet  Postal  
Services  Telecom  Transport  Water  TOTAL  

EDUCATION  1  1  -  -  -  -  -  -  -  -  2  4  
ENERGY  515  65  -  -  -  4  -  -  2  1  3  589  
FINANCIAL  34  5  3  -  -  -  3  -  15  -  -  60  
FOOD  4  3  -  -  -  -  -  -  -  1  -  8  
GOVERNMENT  27  17  -  1-  1  1  4  -  14  1  1  67  
HEALTH  23  11  -  -  2  -  -  -  2  -  1  39  
INDUSTRY  12  12  -  -  -  1  -  -  -  1  1  27  
INTERNET  109  14  -  -  -  -  10  -  27  -  -  160  
POSTAL SERV.  1  -  -  -  -  -  -  -  -  -  -  1  
TELECOM  170  62  -  -  -  -  1  -  57  5  -  295  
TRANSPORT  294  98  -  1  -  3  -  1  5  15  5  422  
WATER  58  14  -  -  -  2  -  -  -  -  2  76  
TOTAL  1248  302  3  2  3  11  18  1  122  24  15  1749  

Table 4 - Events categorized by initiating and affected sector 

 

3.3. STATE OF THE ART  
 

Three main activities sectors have been identified by the WG as dependent infrastructures on 

power distribution networks: Telecommunication facilities that supports coordinate emergency 
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responses under HILP events. The transport sector, that frequently share corridors through the 

road system with the power systems. And the third one, a secondary but important 

interdependency exists between electricity networks and water infrastructure. Some of these 

interdependencies are presented through the case studies. 

External events, such as fire, floods, hurricanes, can impact power distributions networks as 

well. For instance, overhead power lines might be vulnerable to fire, as is the case in Australia, 

where those lines are predominantly supported by hardwood timber poles. Native Australian 

hardwoods are a comparatively dense and long-lived material, and while originally original slow-

growth premium timbers without chemical preservative treatment were originally used. 

Currently plantation timber chemically treated with Copper-Chromium Arsenate is widely used, 

although alternative materials such as spun concrete, tubular steel, treated softwoods and fibre-

reinforced cement are also used. 

Many projects have deal with critical infrastructures interdependencies. For instance, STREST 

EU funded research project targeted four main objectives: to establish a common and consistent 

taxonomy of Critical Infrastructures (excluding Nuclear facilities), to develop a modelling 

approach to hazard, vulnerability, risk and resilience assessment of HILP events, to design a 

stress test framework to address the vulnerability, resilience and interdependencies of Cis and 

to enable the implementation of European policies for systematic implementation of stress 

tests. 

RESILIENS project is also interested on the cross sectorial interdependencies and the cascading 

effects. This project highlighted the need of a formulation of definite guidelines and an in-depth 

analysis of interdependencies, mostly because this work has been done on other projects 

predominantly in the context of risk management and not in the context of resilience 

management. 

 

3.4. CONTRIBUTIONS - CASE STUDIES  
 

Hereafter two case studies are described. The first one, Case study 4, concerns the study of 

interdependencies of a Power Distribution Network under Fire Conditions. The other one, Case 

study 5, is an example of a power outage of Oslo Central Station, which caused malfunctions on 

several communication systems and the interruption of train traffic in Eastern Norway. 
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Case Study 4 | Interdependencies of a power distribution network under fire 

conditions ς Australia 
 

Synopsis 
A particular concern in the Australian context arises from operational interdependencies 
between agencies responsible for emergency response in bushfire, cyclonic and flood situations, 
with these agencies in turn relying upon physical infrastructure, particularly telecommunications, 
water, transport and electricity. 
In densely populated areas, reliance can be placed on telecommunications facilities either 
offered by Government agencies or by commercial telecommunication service providers under 
secure service level agreements. In more sparsely populated areas, reliance may be placed on 
satellite communications or shared telecommunications facilities offered by local bodies (e.g. 
Mining operations) or local government providers. In each case, security of power supply must 
be dealt with on a locational basis with specific factors considered. 
Transport infrastructure is seen as a two-way interdependency. In urban areas, traffic signaling 
is reliant on electrical supply, conversely access to electricity infrastructure subject to fire impact 
is enabled by traffic signaling. In rural areas, access to electrical infrastructure subject to fire 
impact is enabled by aerial and road traffic infrastructure. In both cases, electricity infrastructure 
may be a causal factor for fire. 
 

Findings 
Power Distribution Networks as a source of ignition for fires 
The Electricity Supply Industry in Australia has responded to previous bushfire events associated 
with overhead lines by establishing Energy Network Association (ENA) Industry Guidelines for 
disabling auto-reclose functions on Overhead Lines on high bushfire risk days and prevention of 
pole-top fires, widespread use of Aerial Bundled Conductor at low voltages, establishing firm 
operating protocols for the management of privately-owned overhead lines, engaging in 
extensive research into vegetation management, low fire ignition risk apparatus, etc. As 
previously noted, the diversity of operating environments for electricity assets in Australia results 
in solutions tailored to suit local circumstances. However, in a more general sense, Industry 
Guidelines for the design and operation of overhead power lines have been widely adopted since 
ǘƘŜ мфслΩǎ όƳƻǎǘ ǊŜŎŜƴǘƭȅΣ !ǳǎǘǊŀƭƛan Standard 7000:2016 Overhead Line Design [31]) and these 
Guidelines are directed towards establishing design parameters which minimize the likelihood of 
Overhead Line failure which may (among many other things) cause fires. 
While the management of vegetation adjacent to powerlines has significant variation across 
Australia, this is widely recognised as the primary risk management control for the prevention of 
fires ignited by overhead power lines. However, it is also recognised that under extreme climatic 
scenarios (especially high temperature, low humidity, high wind) that there are limits to the 
effectiveness of vegetation management in managing fire risk. In particular, the distances to 
which vegetation is cleared away from power lines are dictated by electrical safety, not fire risk. 
As a result, these distances are significantly smaller at low voltage even though the fire ignition 
risk from a low voltage line is demonstrably the same or greater than that for a high voltage line. 
The practical difficulty in increasing clearance distances at distribution voltages to reduce fire risk 
is highly significant. 
Fire risk in suburban and urban areas is more commonly associated with substation facilities 
which often contain flammable materials (especially mineral oil) in substantial quantities. 
Australian Standard (AS) 2067:2016 Substations and high voltage installations exceeding 1 kV a.c. 
[32] and ENA Doc 018 ς 2015 Guideline for the Fire Protection of Electricity Substations [33] 
contain extensive material detailing design and operating principles to reduce the risk of fire 
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spread within substations and from substations to adjacent properties and infrastructure. Of 
these principles, the use of segregation and fire-proof barriers are perhaps the most important, 
with a particular focus on the ability of fixed structures in substations to survive fire events in 
order to reduce restoration time. 
 
Power distribution equipment and Overhead power lines as an asset vulnerable to damage 
during fires 
Industry collaboration has again been the dominant mechanism by which this issue has been 
managed. ENA Doc 026-2010 Guide for the selection and management of poles to reduce 
damage and loss when they are exposed to bushfires [34] deals extensively with this issue. AS 
2067 and ENA Doc 018 also refer extensively to the ability of substation installations to survive 
fire events, whether they are internally or externally initiated. 
As noted above, vegetation management clearance distances are largely dictated by voltage and 
electrical safety, not fire risk. As a result, the survivability of distribution installations in fire 
conditions is much lower than for transmission, and naturally distribution installations are much 
more widespread. 
It is noted that in a recent economic determination, the Australian Energy Regulator (AER) 
declined to approve an application for a step change increase in vegetation management 
expenses resulting from a proposal to enhance bushfire risk management in an area with a 
particularly high exposure. Additionally, and in conflict with the findings of the Victorian Bushfire 
Royal Commission [35], the AER is not generally supportive of accelerated programs for aged 
asset replacement. 
Electrical supply to emergency response telecommunications facilities (and inter-agency 
coordination).  
In a rural or semi-rural setting, this will generally result in additional measures to reinforce the 
reliability of electrical supply through redundancy or back-up systems, although reliance can also 
be placed on satellite communication systems, as well as radio and mobile telephony. 
In an urban setting, further measures are available to ensure the security of electrical supply to 
emergency telecommunications facilities. 
In Australia, emergency telecommunications facilities are offered by a combination of 
commercial and Government providers on a largely regional basis. For example, in NSW a 
Government Radio Network (GRN) offers partial regional coverage of the jurisdiction to not-for-
profit emergency service providers, which provides direct radio contact with a central control 
room tasked with surveillance and coordination between providers. Discussion continues as to 
whether electricity networks recently transferred to private operation and control can continue 
to access these facilities without breaching regulatory provisions designed to protect the 
commercial rights of telecommunications service providers. Emergency coordination in the case 
of major fire events would clearly dictate in favour of continued access by the electricity 
networks. In areas not covered by the GRN a variety of solutions are used with the electricity 
networks making extensive use of their own internal telecommunications facilities. 
Interdependencies with the transport sector 
In a rural setting, the road system is frequently quarantined by emergency services for a week 
following an extensive bushfire, especially in a treed region. This is largely based around a safety 
case ensuring that trees are not likely to collapse. Initially, aerial surveillance can be used (by 
fixed wing, helicopter or drone) to assess the extent of damage, however, roads and tracks need 
to be released to allow access by electricity personnel for supply restoration, which usually 
requires detailed inspection followed by heavy equipment (pole trucks, elevating work platforms, 
cranes, etc.). 
Rural electricity networks are frequently at least partly radial i.e. supply cannot be switched to 
an alternate source. Further, an extensive fire event may damage multiple lines, rendering 
redundancy ineffective and automation (e.g. sectionalisation) only partially effective. 
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In an urban setting, loss of supply to road transport signaling systems limits the ability of 
emergency services personnel to rapidly access and extinguish a fire (increasing the potential 
extent of damage which may impact a major electricity network installation or other significant 
infrastructure facility) and also reduces the speed with which electricity network personnel can 
restore supply to re-enable traffic signaling. 
Interdependencies with water infrastructure 
In urban areas, water pumping stations with redundant secure supplies ensure that sufficient 
quantities and pressures of water are available at hydrants installed at substation locations. Loss 
of supply to pumping stations arising from fire is rare. 
In rural areas, most reliance is placed on mobile facilities (e.g. fire trucks with water tanks), and 
accordingly the critical interdependency during emergency response is between transport and 
portable water. 
In some jurisdictions, Memoranda of Understanding are in place between emergency services 
providers responsible for fire response and electricity networks. These Memoranda make 
provision for safe access and site control for firefighting, in concert with building regulations 
which specify the availability of pressurized water supplies at major electricity installations and 
other significant facilities and buildings. 

 
Figure 3 - Sydney, New South Wales, Australia, showing infringement of urban development on high fire 

risk areas. 

Conclusion 
The Regulatory focus in Australia has been almost exclusively focused on managing the risk of 
fires CAUSED by overhead power lines and associated facilities in rural and urban fringe areas. 
Electricity organizations in Australia have collaborated extensively to develop practices 
intended to reduce the likelihood of fire ignited by electricity assets, and to improve the 
physical resilience of electricity assets against fire damage. 
The Australian Energy Regulator is not supportive of measures designed to reduce fire risk if 
this results in increased cost to customers. 
The critical infrastructure interdependencies are with telecommunications for coordination of 
emergency response, and transport for access to electricity network facilities.  However, the 
focus has been on coordination between different authorities for emergency response rather 
than specific measures related to grid resilience except on a local needs basis. 
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Case Study 5 | Fire at Oslo central station - Norway 2007 

 

Synopsis 
In 2007 a minor fire in an 11 kV cable caused a power outage and evacuation of Oslo Central 
Station. Several communication systems were put out. The train traffic in Eastern Norway was 
completely out of service for 20 h, effecting 80 000 passengers, while the telephone and 
computer traffic was disrupted for approximately 10 hours, effecting more than 25 000 
customers. The cause of the fire was a permanent earth fault on another cable on the same 
transformer circuit, caused by digging activity in the area [36]. 

 

Findings 
Four unwanted events occurred. The first was a damaged cable caused by digging. Then a 
permanent earth fault induced failure led to disconnection of two cables. This is the second 
unwanted event, and it led to fire in the nearby cable culvert damaging electricity and telecom 
cables. The third cable which supplies the central station was automatically disconnected, 
leading to the area being without external supply. Then the traffic monitoring central was 
powered by emergency supply (UPS). The third unwanted event is that the electricity in the 
area had to be cut off. This was done to facilitate safe working conditions for the firemen. After 
the fire was extinguished, the emergency generator was turned back on. Supply was restored 
by provisional cable after approximately 15 hours, while the permanent repair took additional 
7 hours. The forth unwanted event is that there was not sufficient emergency generator 
capacity available.  

 

Discussion 
The fact that many cables were placed in the same culvert and / or within the same fire cell 
made the system vulnerable. In addition, emergency generators were not sufficiently available 
and tested, and thus did not function properly. The emergency preparedness was not 
adequately planned, and areas of responsibility were not properly defined. 
 
Several barriers have been identified to having the potential of limiting the extent of the power 
system failure or reduce the consequences. These have been divided into four categories based 
on their ability to prevent component failure, power system failure, long-term power system 
failure and reduce end-user's consequences.  
Barriers to prevent component failure: include vigilance during construction work, and 
replacement of 11 kV cable joints particularly susceptible to earth faults.  

- Barriers to prevent power system failure: include redundancy in systems; both in 
case of failure and in case of fire, limit the amount of cables in the same culvert, 
and improved registration and handling of earth faults.  

- Barriers to prevent long-term power system, include available and well maintained 
and tested emergency generators as well as defined responsibilities for these, and 
use of provisional cables in the restoration process.  

- Barriers to reduce end-users consequences, include back-up solutions in connected 
infrastructure (ICT, railway), barriers to reduce vulnerabilities related to the 
interdependencies between electric power and ICT and other critical 
infrastructures, and coordination of efforts and clarification of responsibilities 
between different actors. 
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Conclusion 
In 2007 a minor fire in an 11 kV cable caused a power outage and evacuation of Oslo Central 
Station. The cause of the fire was a permanent earth fault on another cable on the same 
transformer circuit, caused by digging activity in the area. The fact that many cables were 
placed in the same culvert and / or within the same fire cell made the system vulnerable. In 
addition, emergency preparedness was not adequately planned, and areas of responsibility 
were not properly defined. The problems related to this blackout, were mostly related to 
inadequate back-up systems in connected infrastructure. 

 

Recommendations 
For this blackout, barriers with the potential to limit the extent of the unwanted event or 
reduce its consequence have been identified. It should be noted that the improvement 
potential and the costs of enforcement varies significantly between the different barriers 
identified, and it was outside the scope to assess this explicitly, in the memo used as a reference 
for this use case. Still, because the problems related to this blackout were mostly related to 
inadequate back-up systems in connected infrastructure, the focus should be on barriers 
reducing the end-users consequences.  
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4.1. INTRODUCTION 
 

Building resilient distribution networks that can withstand and quickly recover from extreme 

events is becoming of increasing concern and importance for distribution system operators 

worldwide given the significant social and economic impact of these disastrous events. This is 

becoming of growing criticality given the emergence of transformative technologies and the 

transition from the classical centralized systems to more decentralized systems with the large 

deployment of distributed energy resources, where new resilience and flexibility services are 

arising. Hence, resilience has become highly critical and the concept of critical infrastructure 

resilience is now quite well known, not only by the risk analysis experts. Regulatory Authorities 

and Critical Infrastructure manager are more and more conscious of the need to increase the 

resilience of the Critical Infrastructures.  

However, there are still various critical questions to answer as power engineers in order to make 

the shift towards resilience-oriented thinking and engineering. How can you decide if a critical 

infrastructure is resilient or not? How can you establish that a system is more resilient than 

another one? How can we measure resilience? How can we select the priorities in a plan for 

increasing the resilience of a distribution grid? What are the best strategies to consider and 

apply for boosting resilience? Do we make the network smarter, bigger or stronger? When a 

critical infrastructure can be considered resilient enough? 

Comparisons, priorities, targets imply the need to find a way to assess the present resilience of 

critical infrastructures and to focus a target, to set an acceptable resilience level. 

Therefore, the scope of this chapter is to define a reasonable and common way to measure and 

quantify the resilience of a particular set of critical infrastructures, the electrical distribution 

grids. 

 

4.2. THEORETICAL FRAMEWORK  
 

As the resilience of a critical infrastructure concerns its ability to withstand extraordinary and 

extreme events, minimizing outages and recovering rapidly normal operation from disruptions, 

a resilience index set of resilience metrics should take care of the following main parameters: 

- How likely is the extraordinary event and how severe is the event (event probability and 

intensity); 

- How does the system behave during and following the event; 

- How sturdy and reactive is the system (system robustness and recover capacity); 

- How heavy are the outages and the consequences for the stakeholders (disruption impact); 

- How long does the outages last (disruption, reaction and recovery duration); 

- How do we measure the different aspects of the multi-faceted concept of resilience (e.g. 

infrastructure and operational resilience, as well as business continuity)? 

 



 

CIRED Working group | Resilience of Distribution Grids 

Congrès International des Réseaux Electriques de Distribution  
International Conference on Electricity Distribution  34/107 

Further, the set of metrics used for quantifying resilience should be capable of measuring both 

short-term and long-term resilience. The former refers to those metrics for quantifying the 

resilience performance of the network before, during and after an event, while the latter refers 

to the metrics for quantifying the long-term adaptation, transformation, planning and decision-

making for improving the robustness of the network to future catastrophic events. 

The analysis of the resilience of the electric distribution grid involves several different 

stakeholders (the electrical system regulatory authority, the HV grid system operators, the 

several electrical distribution grid companies, the final users), therefore the set of resilience 

metrics indexes should result as much as possible from measurable and objective parameters. 

Even though several indexes can be considered, when you have to compare different situations 

you should select only a single representative index. 

In Chapter 2 άImpact of different events to the electrical supply systemέ the majority of the 

events that can threat an electrical distribution system were considered, Chapter 3 

άInterdependence of the electrical infrastructure and othersέ described the many 

interdependencies between Critical Infrastructures. The set of resilience metrics should be of 

generic applicability and validity for a lot of different events that could threaten the system, in 

order to match the resilience of the system against all of them, and these metrics should as well 

give a Global System Vision about the impact of other infrastructures on the Power Distribution 

Resilience. 

 

4.2.1. EVENT PROBABILITY AND IMPACT 
 

Event probability and event intensity are generally related, as frequent events generally have 

lighter (or none) consequences, while low probability events can be very disruptive. Based on 

this and simply defining risk as the product of probability and impact, there are thus two mains 

categories of events that a distribution 

network should be capable of dealing with: 

high-probability, low-impact and low-

probability, high impact. Traditionally the 

distribution networks have been designed 

to be reliable to the former, but less 

resilient to the latter mainly due to the 

uncertainty related to their frequency of 

occurrence (making it thus difficult to 

justify large investments to deal with 

threats whose frequency is low or 

unknown).  

If a certain kind of event has already occurred several times in the past, the statistical analysis 

of the historical data (if available) can generally provide insights to a statistical distribution that 

links the intensity of the event and its repetition probability, allowing to set a value to the 

probability that an event of a certain intensity will happen again. This is the case of the majority 

of the weather-ǊŜƭŀǘŜŘ ŜǾŜƴǘǎΦ ¢Ƙƛǎ ǊŜǇŜǘƛǘƛƻƴ ŦǊŜǉǳŜƴŎȅ ŎƻǳƭŘ ōŜ ŜȄǇǊŜǎǎŜŘ ŀǎ ŜǾŜƴǘ άǊŜǘǳǊƴ 

ǇŜǊƛƻŘέ όŀǎ ǇŜǊ CEI EN Standard 50341-мΣ άOverhead electrical lines exceeding AC 1 kV, Part 1: 

General requirements - Common specificationsέ, [46]). SoΣ ǘƘŜ άǊŜǘǳǊƴ ǇŜǊƛƻŘέ ƻŦ ǘƘŜ ŜǾŜƴǘΣ 

Figure 4 - A simple Risk Matrix 
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usually measured in years, could represent the occurrence probability of an event with a certain 

intensity and can provide strategic insights on which events can be considered credible and non-

credible. 

Much harder is to set the occurrence probability of an event that never happened before, or 

happened only a few times (like a cyber or a terroristic attack, a transmission grid blackout, a 

disruption of the whole communication system). 

If the probability becomes very low, also the risk (in terms of probability x consequence) 

becomes very low, often insignificant, and no measures are taken anyway. Still, the consequence 

may be unacceptable and measures must be taken to avoid the event, cf section 4.2.6 on 

"reverse analysis". 

 

4.2.2. SYSTEM ROBUSTNESS 
 

¢ƘŜ ǘƘǊŜŀǘŜƴƛƴƎ ŜǾŜƴǘ ƛǎ ƴƻǘ ǇŀǊǘ ƻŦ ǘƘŜ ǎȅǎǘŜƳ ŀƴŘ ǘƘŜ ŜǾŜƴǘ άǊŜǘǳǊƴ ǘƛƳŜέ ƛǎ ƴƻǘ ŀ ŎƘŀǊŀŎǘŜǊƛǎǘƛŎ 

of the system. Instead, the robustness and the reaction capability are peculiar characteristics of 

the system. 

It is possible refer to the system robustness also with its opposites: system vulnerability (or 

survivability), system fragility [37], or system susceptibility [45]3. Anyway, the underlying 

concept is the ability of the system components to resist without failures to the aggression of 

the threatening events in order to prevent or mitigate the propagation of the component 

failures. This property is strictly related to the design criteria and realization quality of the 

system components, but also to the aging and the correct maintenance of the system 

components. 

The relation between the event intensity and the component failure is a probabiliǎǘƛŎ ά{έ ŎǳǊǾŜΣ 

where the failure probability increases between a minimum threshold to a maximum threshold 

of the event intensity (fragility curves). 

Below the minimum threshold the 

component is surely safe, above the 

maximum threshold the component is 

surely broken [37].  

A generic fragility curve showing how the 
failure probability of a component can 
related to the weather (or hazard) 
intensity is presented in Figure 5. 

 

 

                                                           
3 Susceptibility is usually referred to human feelings, it is an excessive sensitiveness, with dudgeon. 
Vulnerability is referred to something that could be hurt and is usually referred to human body or feelings. 
It could be also referred to systems, when parts of the system fail. Fragile is something that could be 
broken. It could be referred to human feelings, or to the system components. Therefore, in this case, 
άŦǊŀƎƛƭƛǘȅέ ǎŜŜƳǎ ǇǊeferable. 

 

Figure 5 - Generic weather resilience curve related to an 

individual component 
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Different curves have to be considered with different kinds of solicitations, of threatening 

events, and the component fragility curves could generally vary in the time domain, with 

maintenance and ageing.4 

However, this level of detail is possible only for not too extended system analysis. Otherwise, if 

so detailed information is not manageable, simply an event threshold intensity could be 

considered. For example, this threshold could be set equal to the solicitation which breaks 

component. 

Finally, after the event return time, the failure probability of the system components should be 

considered in the resilience index. 

 

4.2.3. RECOVERY CAPACITY  
 

The electrical distribution grids are usually designed to avoid disruptions even in case of failures 

of one or more components (redundancies). More than one supply lines could often supply the 

critical nodes of the meshed grid. So, the distribution grid has a structural capacity to cope 

possible outages in a very short time, with automatic fault selection devices or remote-

controlled switching operations. In particular, remote control operation allows to minimize the 

outage disruption time in the impacted areas, without direct intervention on site of the rescue 

teams, as seldom the weather and road conditions could be prohibitive and precarious, and 

people movement could be risky. 

In the resilience assessment, usually you can neglect these transient outages and consider only 

the disruptions that the structural reactivity of the network could not cope in a short time. 

Where the automatic devices or the remote-control operations are not available or not 

sufficient, skilled personnel could operate locally the electrical station switchgears to 

reconfigure the network. Moreover, after localization of faulted components, intervention 

teams could recover the grid operation by restoring or replacing faulted components. However, 

the time for local operation with intervention teams is relatively long and depends drastically by 

the location of the faults, the extension of the affected area, the weather conditions, the 

accessibility to the sites, the personnel safety conditions. So, after the first few minutes, the 

availability of human work forces with adequate rescue facilities and the organizational factors 

become fundamental for the recovering process. 

 

4.2.4. DISRUPTION IMPACT AND OUTAGE DURATION 
 

When the intensity of the event is so high that part of the system fails, the system disruptions 

occurs. The resilience index has to measure the impact of the disruptions. For an electrical 

distribution network, you can measure the outage impact by the number of users affected by 

the loss of electricity, or by the amount of unavailable electrical power. 

                                                           
4 The complexity could further increase if you have to consider the effects of more than one solicitation 
at once. 
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However, in the resilience evaluation the time dimension is fundamental, because a short time 

outage could have minor or no practical consequences at all, but the longer is the outage 

duration, the harder are the consequences for home and industrial users. 

In order to consider this time component, you should integrate the number of impacted users 

by the time duration till the restoration of the service. Otherwise, the energy not supplied could 

be considered as a parameter for resilience index. 

This way you consider the outage impact (and therefore the resilience) proportional to the 

outage duration, but probably the user hardship is not simply proportional to the duration of 

the suffered outage. Perhaps specific discomfort curves could be studied and applied in order 

to amplify the negative effect of long lasting outages. 

 

4.2.5. VULNERABILITY, RISKINESS 
 

Instead of the resilience quantification, you can find conceptually easier thinking of its opposite, 

ǘƘŀǘ ŎƻǳƭŘ ōŜ ǊŜŦŜǊǊŜŘ ǘƻ ŀǎ άǾǳƭƴŜǊŀōƛƭƛǘȅέ ώотϐΣ ƻǊ ǊƛǎƪƛƴŜǎǎΦ !ŎǘǳŀƭƭȅΣ ŀ Ǌƛǎƪ ƛƴŘŜȄ ŎƻǳƭŘ ōŜ 

considered proportional to the number of user impacted (eventually integrated by the outage 

duration) and to the repetition frequency of the threatening event (the inverse of the return 

time). This index could be expressed as number of impacted user by outage hours per year. 

Further, given the nature of these high-impact low-probability events, using the traditional 

ǊŜƭƛŀōƛƭƛǘȅ ƛƴŘƛŎŜǎ ǘƘŀǘ ŦƻŎǳǎ ƻƴ ŜȄǇŜŎǘŜŘΣ άŀǾŜǊŀƎŜέ ŜǾŜƴǘǎ are not sufficient. It is rather more 

efficient to use risk-based indices that focus on the tail of the probability distribution of the 

impact of the events, such as Value at Risk (VaR) and Conditional Value at Risk (CVaR). 

 

4.2.6. REVERSE ANALYSIS FOR RESILIENCE 
 

Another fruitful way to approach a resilience assessment is starting from the tail [38], analyzing 

the outage historical records and considering only the permanent located failures. A statistical 

study of such databases, could put in evidence all the major outages historically suffered by the 

distribution grid and give also the key information to reconstruct the causes of the outages. As 

the HILP events generally concern wide territory areas, this analysis should adopt suitable 

grouping criteria. 

Moreover, this big data analysis should consider that the system is not static with time but could 

have modified its structure and coping capability (some components could be aged, some 

components could be replaced, new components could be added, and so on). 

 

4.3. STATE OF THE ART  
 

A description of a suggested methodology is provided in the paper " A Framework For Handling 

High Impact Low Probability (HILP) Events" [39]. 

Defining and measuring resilience has recently attracted the interest of several researchers, 

which resulted in the development of many resilience-oriented studies, including modelling 



 

CIRED Working group | Resilience of Distribution Grids 

Congrès International des Réseaux Electriques de Distribution  
International Conference on Electricity Distribution  38/107 

techniques, enhancement strategies and metrics. Differently from the traditional reliability 

indices (e.g. SAIFI and SAIDI), various metrics have been proposed for specifically quantifying 

resilience. For example, in [40, 41, 42] resilience is quantified as the ration between the area of 

the real performance, i.e. during and following the event, and the targeted performance curves. 

A different way has been proposed in [43] where measuring resilience is focused on the 

proportion of the delivery function that has been recovered from its disrupted state. In [44] 

resilience is measured as the difference between the capacity of the fully functioning system 

and post-event capacity. In [45], a novel resilience metric framework has been proposed for 

specifically modelling and quantifying the resilience performance and behavior of a power 

system during an event, which is based on the new concept of resilience trapezoid. 

 

4.4. CONTRIBUTIONS - CASE STUDIES  
 

Hereafter two case studies are described. 

The Case study 6 concerns the development of indicators for monitoring the vulnerability of 

power lines and the Case study 7 is an example of a resilience assessment for medium voltage 

distribution grid. 
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Case Study 6 | Developing indicators for monitoring vulnerability of power 

lines  
 

Synopsis 
The case study shows how information from vulnerability analyses and existing maintenance 
management systems can be combined with information about threats and criticality to 
establish vulnerability indicators for power lines. The main focus of the study has been on 
lagging indicators. Results from one regional grid lines are presented in the paper used as a 
reference for this case study.  

 
Findings 
It was decided to establish four indicators that cover all dimensions of vulnerability. These are 
indicators covering threats, susceptibility, coping capacity and criticality, and are summarized 
in Table 5. The indicator for threat focuses on weather and climate stresses that either can 
cause an immediate failure or can lead to deterioration in the technical condition of the power 
line. Susceptibility is covered by an indicator that presents the technical condition of the power 
line based on data from periodically conducted maintenance inspections. Coping capacity is 
described by an indicator that considers the accessibility of the pole location for repair work if 
a failure occurs. This is estimated based on the time needed to reach that location. 
Consequences for society are measured with an indicator that is based on the location of 
critical loads and power switches in the network. 
 

Table 5 - Selected approaches for vulnerability indicators Method 

 Method Data source  Scale  

Exposure  Expert assessment based on 
available information  

Reports about corrosivity, wind 
speed and ice loads  

0 (extreme)  
100 (little)  
Steps of 20  

Condition  Calculation based on data  Reported deviations from 
maintenance inspections  

0 (very poor)  
100 (perfect)  
Steps of 25  

Accessibility  Expert assessment based on 
available information  

Map material  0 (hard)  
100 (easy)  
Steps of 20  

Consequence  Expert assessment based on 
available information  

Location of circuit breakers and 
location of critical loads  

0 (critical)  
100 (little)  
Steps of 20  

 

When studying a power line, it will usually be necessary to aggregate indicators into a 
composite indicator or a smaller set of indicators, either because the number of indicators is 
large or that the goal is to summarize the multi-dimensional aspects of vulnerability. There are 
at least two challenges when aggregating indicators. The first one is the scale and unit of the 
indicators, and the second to decide on an aggregation rule securing that no crucial information 
is lost through the aggregation process. A weighted average the method used for both 
aggregating and combing indicators in this study. The four indicators are calculated at 
electricity pole level and aggregated to indicators for the whole power line with the aggregation 
rule.  
 
The results from one power line in the regional grid was illustrated both by an extraction of 
results at the single pole level, and by the aggregated results at the power line level.  At both 
levels, indicators describing different dimensions of vulnerability were aggregated to a 
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combined indicator. After aggregating the indicators, the results for the power line show that 
the condition indicator has a very high value, i.e., very good condition, exposure and 
accessibility is average, while the potential consequences are considered critical. However, the 
aggregated values must be treated carefully, since they are directly dependent on the 
aggregation method and weighting. 

 
Discussion 
One important lesson learned from the case study was that it is hard to find data of the required 
quality to assign values to the indicators at electricity pole level. Most of the indicator values 
were therefore assigned based on subjective assessment. A more data based approach to 
assign values to the indicators would be preferable to allow for a fast update of the indicators 
when new data are available in the maintenance system and to use the method more quickly 
for several critical power lines. In addition, the specification of weights for aggregation has 
quite an influence on final results and should be subject for a more thorough analysis. Weights 
should be chosen in a way that the aggregated indicators get values as would be expected from 
an expert user. 

 
Conclusion 
In the referenced paper, a framework for developing vulnerability indicators was presented 
and applied to several case studies that focused on the vulnerability of power lines. Indicator 
values were assigned by using available data from the maintenance systems combined with 
expert evaluations at the network companies. Based the work, several conclusions were 
drawn: 
ω¢ƘŜ ǾǳƭƴŜǊŀbility framework is applicable to measure the vulnerability of power lines with 
indicators. 
ω aƻǊŜ ŜŦŦƻǊǘ ƛǎ ǊŜǉǳƛǊŜŘ ŦƻǊ ŘŜǾŜƭƻǇƛƴƎ ŀ ǎŜǘ ƻŦ ƛƴŘƛŎŀǘƻǊǎ ǘƘŀǘ ǊŜǇǊŜǎŜƴǘ ǘƘŜ ǿƘƻƭŜ 
vulnerability picture ς some example indicators are tested, but a consistent set is still missing 
ω ²ŜƛƎƘǘƛƴƎ ŀƴŘ ŀƎƎǊŜƎŀǘƛƻƴ ǊǳƭŜǎ ǎƘƻǳƭŘ ōŜ ŜǾŀƭǳŀǘŜŘ ǘƻ ǊŜǇǊŜǎŜƴǘ ǘƘŜ ǳƴŘŜǊǎǘŀƴŘƛƴƎ ƻŦ 
vulnerability on an aggregated level. 
ω [ŜŀŘƛƴƎ ƛƴŘƛŎŀǘƻǊǎ ŀǊŜ ŀ ǊŜƳŀƛƴƛƴƎ ŎƘŀƭƭŜƴƎŜ ŀƴŘ ƳƻǊŜ ŜŦŦƻǊǘ Ƙŀǎ ǘƻ ōŜ ƛƴǾŜǎǘŜŘ ƛƴ ǘƘŜ ŦǳǊǘƘŜǊ 
work to design leading indicators. 

 
References 
[47] - Hofmann, M., Gjerde, O., Kjølle, G. H., Gramme, E., Hernes, J. G., & Foosnæs, J. A. (2013). 
Developing indicators for monitoring vulnerability of power lines-case studies.  
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Case Study 7 | Impact of different events to the electrical supply system 
 

Synopsis 
This case study describes the methodology adopted by e-distribuzione in order to assess the 
resilience of its electrical distribution grid in the case of snow and windstorms affecting the 
medium voltage overhead lines. 

 

Findings 
 
A resilience assessment of the Italian electrical grid 
Worried by the impact of high impact low probability critical events, since 2016, the Italian 
Regulatory Authority for Electrical Energy invited the electrical transmission and distribution 
system operators to analyze the resilience of their grids. The Italian Transmission System 
Operator and Distribution System Operators considered and proposed to analyze several 
possible threats: mainly meteorological events, but also landslides or earthquakes, according 
to their specific operating experiences. 
 
Icing and snowfalls 
 
After a first stage of analysis, the snow precipitations 
were considered the most critical threats affecting the 
Italian electrical overhead grid. In fact, the majority of 
the Italian territory is mountainous, and it is not 
unusual that over Italy cold air masses coming from 
northeast regions meet warmer humid air masses 
coming south Mediterranean area, bringing on intense 
precipitations. 
Mostly, severe snowstorms are becoming more and 
more frequent in Italy, cause of the recent global 
climate changes, especially in areas where once 
snowfalls were really unusual, in the central and 
southern regions, at relatively low altitudes. 
The impact of a critical event is bigger just where you 
do not expect to have a risk. 
 
The icing phenomena and the snowfall can cause the formation of ice and snow sleeves on the 
components of the overhead lines. When the amount of ice and snow on the line structures is 
exceptional, the consequent overload can cause the disruption of conductors, insulators, poles, 
or towers. 
Moreover, the snowfall can load also the tree nearby the overhead lines, so that branches or 
the whole tree could fall on the line conductors or poles, breaking them. The arrival of strong 
winds after exceptional snowfalls emphasizes the criticality, providing an additional overload 
to the lines. 
According to e-distribuzione fault data records, roughly the 90% of faults during heavy 
snowfalls affect the overhead line bare conductors and wet snow precipitations are the most 
dangerous, because they can produce snow sleeves with thickness of several centimeters, 
whose overload can break the bare conductors of both MV and HV overhead lines. 
Wet snowfalls are predominant in central-southern Italy. They occur at temperatures between 
0.5°C and 2°C and the accretion of the snow sleeves particularly increases with weak winds, 
between 2 and 3 m/s (7 ÷ 11 km/h), up to 8 m/s (30 km/h). 

Figure 6 - map of the Italian altimetric 

bands: flat, hilly, mountainous lands 
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Sometimes, after the end of the snowfall and the formation of snow sleeves on the overhead 
lines, more intense winds may rise to solicit the conductors. 
For a complete discussion, see also ref [50, 51, 52]. 
 
The guidelines and standards 
 
The Italian Electrical Energy Regulatory Authority in 2016 promoted, through the resilience 
worktable, the constitution of the CEI (Italian Electrical Standardization NC) TC 8/28 Resilience 
Workgroup. Member of this workgroup were the Regulatory Authority itself, the Italian TSO, 
the Italian DSOs (including e-distribuzione), the Italian research institutes RSE and CESI. 
 
The Italian TSO and the major Italian DSO 
(e-distribuzione) had similar problems 
with the wet snowfalls and agreed the 
opportunity to refer to the CEI EN 50341-
1 standard [46] and its technical National 
Normative Annexes (NNA) [48], as a solid 
reference point. In fact, in the European 
standard EN 50341-1 [46]Σ άǘƘŜ ƎŜƴŜǊŀƭ 
principles of structural design are based 
on the limit state concept used in 
conjunction with the partial factor 
method" and with a statistical approach 
coherent with the Eurocodes. 
The EN 50341-1 standard [46] invites to 
refer as far as possible to the NNA, where 
available, to determine the reference values for the action of the wind and the ice or snow 
sleeve. The Italian NNA constitutes the Standard CEI EN 50341-2-13 [48], which gives three 
different types of ice or snow load. Wind speed and ice sleeve thicknesses become 
differentiated on a regional and / or district basis and variable with the altitude above sea level. 
Moreover, it defines wind coefficients according to the orography of the ground, the height 
above the ground, or the shape of the components. 
 
Actually, until 2011, the Italian CEI 11-4 standard [49] for the 
construction of the overhead lines had a quite easier approach 
to the snow loads on the overhead lines and considered simply 
two zones: 

- zone A: including places at altitudes not exceeding 800 m 
a.s.l. of central, southern and insular Italy: no ice sleeve 
accretion at all. 
- zone B: including places of northern Italy and places of 
central, southern and insular Italy at altitudes above 800 m 
a.s.l.: 12 mm ice sleeves (density 920 kg/m3) to be considered 

Therefore, most of the Italian overhead lines were built 
according to this standard, coherent with a different climate 
scenario. 

 

Discussion 
The climate changes 
Even though, the Italian NNA (CEI EN 50341-2-13: 2017, [48]) marked a decisive step forward 
in comparison with the previous standards, nevertheless the fault events that occurred in 

Figure 7 - An example of the icing zones defined by the 

CEI EN Standards, [48] 

Figure 8 - Italy map with two ice 

zones, according to Italian 

Standard CEI 11-4:1998 
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recent years in some Italian regions seem to overcome the expectations of NNA related to the 
thickness of the ice or snow sleeve. 
Therefore, also the Italian Regulatory Authority recommended the electrical grid operators to 
consider also the most recent climatic events, and not only the values of the NNA standard in 
the assessment of their grid resilience. 
 
The icing model methodology 
Consequently, in order to consider also the most recent climatic events, e-distribuzione 
undertook a study with CESI (main Italian research institute) in 2016 to create an icing model 
which, starting from historical meteorological data, for each Italian municipality, estimates the 
conductor overload due to the possible formation of ice or snow sleeves. The methodology 
adopted by e-distribuzione is compliant with CEI EN 50341-1 standard [46], Appendix B, 
according to whom extreme ice loads can be calculated by means of an icing model. 
The standard requires recording the annual maximum ice loads Im, obtained by means of an 
"icing model" based on meteorological analysis. Appendix B asserts that: 

-"an icing model of this type should analyse meteorological data over a period of 20 years or 
more" 
- "a correct calibration of an icing model requires at least 5-10 well-documented icing events" 

 
After a wide range analysis of the available technical documentation concerning this matter, 
the CESI task force proposed to start from the "Chaîné and Skeates" model, which resulted best 
suited to the daily granularity and type of the available weather data. The model took the name 
tǊŜΦaŀΦDΦ όάLŎŜ {ƭŜŜǾŜ CƻǊŜŎŀǎǘέύ ŀƴŘ ŜǾŀƭǳŀǘŜǎ ǘƘŜ ƛŎŜ ƻǊ ǎƴƻǿ ǎƭŜŜǾŜ ŀŎŎǊŜǘƛƻƴΣ ŀŎŎƻǊŘƛƴƎ ǘƻ 
the type of conductor under examination and the local daily climate data [53]. 
CESI and e-distribuzione collaborated and added several modifications and improvements to 
the original model, aimed at better simulating the atmospheric phenomena and addressing the 
actual events. Nowadays, the model evaluates the increase or reduction of the sleeve for 
several consecutive days checking the temperature ranges suitable for the formation or 
melting of the ice sleeves. The model is mainly targeted to the wet snow phenomena, but 
considers the sleeve accretion also for low temperatures icing phenomena (glass). 
 
Meteorological Historical Dataset 
The icing model is based on meteorological historical data. In order to have sufficient data for 
a statistical analysis, according to appendix B of CEI EN 50341-1 [46], the input for the icing 
model consisted of at least 20 years of daily records of meteorological parameters.  
In Italy, the military air force provides certificated weather data in just over 100 meteorological 
ǎǘŀǘƛƻƴǎ ƻƴ ŀ Řŀƛƭȅ ōŀǎƛǎ όάǎȅǊŜǇέ ǇǊƻǘƻŎƻƭύΦ aƻǊŜƻǾŜǊΣ ǘƘŜ ŎƛǾƛƭ ŀƛǊǇƻǊǘ ŎƻƴǘǊƻƭ ŀƎŜƴŎȅ ό9b!±ύ 
ǇǊƻǾƛŘŜǎ ŀŘŘƛǘƛƻƴŀƭ ƴƻǘ ŎŜǊǘƛŦƛŜŘ ƘƻǳǊƭȅ Řŀǘŀ όάƳŜǘŀǊέ ǇǊƻǘƻŎƻƭύΦ 
In order to evaluate the stress on the line bare conductors, it was assumed that the daily 
weather conditions were homogeneous within the territory of each Italian municipality. 
A specialized company processed the historical data of the meteorological stations through 
distance weighted extrapolation algorithms, which allowed estimating the daily weather 
parameters for each Italian municipality for 21 years (from 1997 to 2017). 
 
Matching real events 
e-distribuzione grouped the overhead line conductors into different clusters, considering the 
most widespread types of conductors on the network (e-distribuzione standard bare 
conductors). Each cluster has peculiar mechanical characteristics (tensile strength, modulus of 
elasticity) and initial laying conditions (initial pitch of laying and length of the reference span) 
differentiated for the climatic zones A and B (compliant with the old historical standard 
prescriptions). 
































































































































