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ABSTRACT
This paper addresses the problem of measuring network risk, both present and anticipated, in a part of the network where multiple factors are involved. A composite methodology has been developed to evaluate the impact on network risk of several factors, and in particular to assess the interaction of these factors. This methodology is illustrated by a case study based on an actual part of the UK network. It is used to evaluate the growing level of risk in each year before transformer replacement can be justified, and thereby determine the optimal year for such replacement under a number of different possible scenarios. The conclusion is that, in a portfolio of possible capital investment projects, many of which have more than one driver, some can be postponed for a number of years with little increase in network risk, while postponement of others would result in an excessive increase in network risk. The methodology presented in this paper enables such projects to be ranked and scheduled in a way which minimizes total network risk for a fixed capital expenditure profile.

INTRODUCTION
Distribution networks in developed countries are generally capital intensive and in order to retain the expected level of customer service the volume of ageing assets that need to be replaced is steadily increasing. For example, the GB energy regulator approved a 32% increase in asset replacement spend at the last periodic review [1]

Replacement of ageing assets is not the only driver for capital investment. There are many others, including safety and environmental. Two in particular feature in this paper. One of them is reducing the expected duration of customer disconnection in the event of an unplanned outage. Here, network automation has the potential to improve restoration times. The other is network reinforcement, to increase the capacity of the network to cater for the expected future load growth. In the UK, load growth has been below 1% per year on average since 1970 [2], but is likely to increase at a faster rate during the period 2010-2030 as a result of increasing use of electric vehicles and heat pumps [3, 4, 5]. As a result of these competing needs for capital expenditure out of a limited budget, priorities need to be decided by the distribution network operator (DNO). In GB, this is done in consultation with the national industry regulator, OFGEM. This process of allocating priorities tends to work within separate categories of investment. For example, in the most recent distribution price control review (DPCR), implemented in April 2010, the health of each asset has to be determined and reported on a scale of 1 to 5, and this scale is used to determine a programme for asset replacement. The peak demand at each load point on the network also has to be determined and reported on a scale of 1 to 5, and this scale is used to determine a separate programme for network reinforcement [6].

In this paper, it is argued that separating these programmes can lead to sub-optimal decision making when allocating limited capital resources. There may be areas of the network where a combination of asset replacement, network reinforcement and increased automation can reduce the level of network risk more effectively, in terms of value for money, than can be achieved by considering each driver separately. A methodology is developed to measure this increased effectiveness, and is illustrated by a case study based on an actual location on the distribution network in the North East of England.

Research Background
This separation of drivers for capital expenditure, which is a feature of industrial practice in the UK, tends to be reflected in the literature. There are a number of useful studies on the optimisation of asset replacement, in particular using condition based risk management techniques [7, 8]. Other studies concentrate on network reinforcement, which is the primary driver in areas where the network is still expanding [9]. In the UK, this was the case before about 1970 [10], and may be the case again during 2010-2030 if the rate of take-up of electric vehicles and heat pumps is significant [3, 4, 5]. There are also several relevant studies on the benefits of increasing automation, in particular regarding self-healing networks, both at transmission level [11], and on medium voltage distribution circuits e.g. 11 kV [12, 13, 14]. However, there appears to be a gap at the higher distribution voltages (33, 66 and 132 kV in GB) with which the present paper is particularly concerned. A suite of methodologies for evaluating network risk under a range of different network configurations and operating strategies has been developed by the present authors [15, 16, 17]. These methodologies have in general been applied to one driver at a time. In this paper, a combination and extension of these methodologies allows multiple drivers to be considered together, as is explained in the following section.

COMPOSITE APPROACH
In situations where two or three drivers could be combined, their interaction may lead to an optimal solution which could not be reached by considering each driver separately.
However, the selection of appropriate methodologies, and deciding how and in what order to apply each of them, and then how to interpret the results, is not usually straightforward. It requires expert engineering input, and a detailed understanding of the network problem being addressed, as well as an understanding of the different methodologies that can be used. This requires a more heuristic approach than those described in [15], [16] and [17]. It has therefore been developed not theoretically but rather heuristically, with reference to a number of individual case studies. This approach is explained with reference to one such case study, based in an urban and suburban network in the North East of England.

Urban and Suburban Case Study

Figure 1 shows the relevant 66 kV urban and suburban network schematically. The focus of the case study is at primary substation ‘A’, which contains two 66/11 kV transformers and supplies around 19000 customers (peak load around 30 MVA). There is significant 11 kV interconnection with primary substation ‘C’, and also with the 20 kV primary substation ‘B’ (via four 20/11 kV transformers at two sites, not shown in Figure 1). ‘A’ is supplied via a 66 kV ring, which includes an industrial site whose transformers are masked from ‘A’ by circuit breakers (and therefore not shown). These idiosyncratic complications are typical of high voltage distribution networks, and are the reason why generic methodologies are less appropriate in assessing their reliability than would be the case either for medium voltage distribution networks, or for transmission networks.

The interacting issues which affect possible capital investment in this part of the network include:

- Ageing transformers at ‘A’, which will reach their 50 year nominal lifetime in 2018.
- Possible annual load growth averaging 2.5% during 2010-2030, due to take up of electrical vehicles and heat pumps.
- Possible 11 kV transfer between substations. In particular, the transformers at ‘C’ were renewed and their rating increased in 2009.
- Possible rationalisation of the network by removing two of the 20/11 kV transformers and reallocating 11 kV feeders.
- Possible automation of 11 kV switchgear (90% of which is presently manually operated) at critical locations in the networks interconnecting the substations.
- Possible increased use of active network management (ANM).

Approach Adopted

There are several possible ways of approaching the composite question of determining the optimal investment strategy for this network. The method that has been adopted uses a three stage approach:

1. Evaluate the level of network risk for the customers at ‘A’ year by year, as the condition of the transformers deteriorates with age, both with and without transformer replacement, to determine an optimal year for replacement.
2. Add in the effects of increasing utilisation, to determine when the transformers would need to be replaced anyway, regardless of age, to cater for the additional load. Determine to what extent this could be deferred by strategic feeder reallocation.
3. Determine whether automated network reconfiguration, in conjunction with ANM, could further defer the requirement for capital expenditure, given both the ageing assets and the projected load growth.

The effects of transformer ageing can be factored in using exponential relationships between age and health index (HI), and between HI and failure rates, as assumed in [8]. On this basis, the calculated risk of £23.8k applied when the transformers were 30 years old, in 1998. The corresponding figure for 2010 is a slightly greater £26.0k, increasing 2023, all as a consequence of the higher expected failure rates of the existing ageing transformers. Although the failure rates of other assets in the network will also be
increasing with time, this has not been included in these calculations to enable the effects of transformer ageing alone to be identified.

Although the risk in 2023 (when the transformers will be 55 years old) is significantly higher than the present level, the annual expected risk reduction arising from replacing the transformers with new ones is still under 5% of the capital cost of their replacement. On economic grounds alone, this would probably not justify the investment. However, when the need to replace ageing transformers is combined with the increasing need to reinforce the network, the balance of costs and benefits changes, as described in Stage 2.

STAGE 2

At this stage, it is further assumed that:

- Network rationalisation removes two of the four 20/11 kV transformers fed from ‘B’.
- 11 kV feeder reconfiguration is implemented to take maximum advantage of the increased transformer capacity at ‘C’.
- Peak load growth averages 2.5% per year from 2010 onwards.

Peak loads are then calculated for each year as in [17], to determine the last firm year (LFY) as implied by the current UK regulatory design standard P2/6 [18]. This turns out to be 2015, in which year substations ‘A’ and ‘C’, as well as the remaining 20/11 kV site fed from ‘B’, are all at between 98% and 100% of their rated capacity. The LFY criterion is that, in the event of a single circuit failure, the full peak load can be supported by the remaining parallel circuit.

This implies that, although the network risk due to the ageing transformers at ‘A’ has only increased slightly by 2015, as shown in Stage 1, the transformers may need to be replaced anyway in that year with higher rated transformers (accompanied by appropriate reconfiguration of 11 kV feeders) in order that the network remain firm for several more years of 2.5% load growth. There is, however, an alternative approach, involving network automation and ANM. This alternative is explored in Stage 3.

STAGE 3

In Stage 2, the requirements of P2/6 were applied separately to each of the three primary substations, to conclude that the LFY would be 2015. However, in practice ANM can be deployed by the control engineers in any planned or unplanned (n-1) situation. For example, inspection of the detailed 11 kV diagram indicates that 18% of the load (measured at the time of system peak) at ‘A’ has alternative connections via a normally open point (NOP) to ‘C’. Likewise 24% of the peak load at ‘C’ has alternative connections via a NOP to ‘A’. In the same way, there are connections between ‘A’ and ‘B’, between ‘B’ and ‘C’, and from ‘A’ to another supply point on a different network. In all, 73%, 78% and 43% of the loads at ‘A’, ‘B’ and ‘C’ respectively are transferable at 11 kV.

In the event of a circuit failure at ‘C’ (which has the least transferability), up to 43% of the load could be transferred to either ‘A’ or ‘B’ within 90 minutes. So, for example, by 2023, a further 8 years of 2.5% load growth means that transformers are normally loaded to just over 60% of rating. If one transformer fails, even at a time of peak load, it would be possible to transfer 20% of that load to either ‘A’ or ‘B’, leaving 80% on the remaining transformer at ‘C’, which would now be loaded to just under 100% of its rating for the duration of the fault. A similar argument applies to failures at ‘A’ or ‘B’.

If ANM of this kind is acceptable to customers and to the regulator as guaranteeing security of supply, then the LFY of this network can be extended from 2015 to 2023 and possibly beyond. Extending the LFY beyond 2023 is theoretically possible, but by that time the network, in particular the ageing transformers, will be stretched close to its limit. In practice, 2023 is the LFY under this ANM scenario. However, it still enables the replacement of the two transformers at ‘A’ to be deferred by 8 years as compared with Stage 2, to a year of rapidly increasing failure rates as shown in Stage 1. Replacing them with larger units in 2023 would then be justified, but for a combination of reasons, including both replacing aged assets and reinforcing the network to comply with the design standard.

One further point requires consideration at this stage. The manual reconfiguration of 3 or 4 feeders (closing NOPs) might take a total time of around 90 minutes. During this time, for customers to remain connected at times of peak load, the remaining working transformer would be loaded to 120% of its rating, which would not be desirable. If these NOPs were partially automated by installing radio control, this time could be reduced to around 15 minutes, incurring a lesser risk. If the NOPs were fully automated, including circuit breakers and self-healing control algorithms, the time could be reduced to below 3 minutes. The question is, whether the cost of partial automation of around 12 NOPs, or the somewhat greater cost of full automation, could be justified by this expected reduction in risk.

Calculation suggests that this reduction would be around £5.5k per year in 2015, increasing to around £25.9k by 2023 with older transformers, and reducing back to below £5.0k once the transformers are replaced. These figures are for a partial automation project, the overall benefit of which would depend on the capital cost. The rate of return is most attractive for the few years before the transformers are replaced. On this basis, the automation project could be justified, subject to more detailed calculations.
CONCLUSIONS

In this paper, the methodologies previously developed to evaluate issues of asset replacement, increasing utilisation and network automation have been combined and applied to a case study which includes aspects of all three issues. This heuristic and holistic approach is less theoretically based than the three parent methodologies, but is instead based on the unique features of the case study under consideration, interpreted by expert engineering judgment. As a result, it is a more versatile technique than the parent methodologies. It is also potentially more powerful, in that it can explore the interrelationships of different factors applied to a single region of the network.

The diverse issues of asset ageing, reallocation of loads, expected annual load growth, active network management, levels and locations for automation, and major capital expenditure need to be factored in to the decision making process, and they cannot be considered separately and independently, as they impact on one another. A composite problem on the network must first be recognised as such. It can then be treated by a composite approach, whereby expert engineering judgment is used first to formulate the problem concisely, and then to apply appropriate methodologies in sequence, but mutually interacting, to lead to an optimal solution. This solution is likely to be closer to an optimal solution than could be achieved by applying the methodologies separately and in isolation.
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